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I.  Introduction 

Low-temperature plasmas present a promising alternative to large reforming facilities as a method for 

processing excess methane to reduce emissions from gas flaring. The Global Gas Flaring Reduction Partnership 

reported that 143 billion cubic meters of gas was flared in 2016, equivalent to 4% of global production of natural gas 

that year [1, 2]. Gas flaring contributes up to 1% of global annual carbon dioxide emissions and produces black carbon 

which is a powerful driver of climate change [3, 4]. Thus, plasma processing of methane together with carbon dioxide 

is important from an environmental standpoint and has been an area of interest for the past several decades [5, 6]. 

Recently, it has been shown that dry reforming of methane in plasma discharges can produce value-added 

products such as formaldehyde and methanol [7, 8]. Wang et al. [7] showed that it was possible to dry reform methane 

into liquid products in one step by pairing catalysts in a cooled plasma reactor. Typically, these experimental studies 

follow a trial-and-error approach and study the effects of varying process parameters such as types of catalysts and 

mixture composition. However, to make plasmas viable for industrial use, a predictive model is needed to efficiently 

optimize the selectivity toward desired products and to increase the energy conversion efficiency.  

Currently, the key reaction pathways of plasma-assisted fuel reforming are not well understood, even without 

including catalysts. Plasma chemistry models are validated by gas chromatography (GC) due to a lack of time-resolved 

measurements in the literature [9-11]. It has been shown that while plasma chemistry models can predict major species 

(e.g. CO, H2O, CH4), significant discrepancy between measured and predicted intermediate species such as 

formaldehyde can exist [12-14]. In an n-heptane oxidation study, Rousso et al. [13] found a forty times difference 

between the predicted and measured formaldehyde, while for methane oxidation, Lefkowitz et al. [12] saw an 

underprediction of four times.  One stated reason for the discrepancy is that formaldehyde and methanol concentrations 

are sensitive to the branching ratio of the reaction between fuel and O(1D). In-situ time-resolved laser diagnostics are 

therefore needed to find critical areas of uncertainty in the plasma chemistry models so that they can be improved. 

In addition, according to the work from Yang et al. [15], after detailed comparison between numerical results 

from 1-D model and 0-D model of plasma-assisted fuel pyrolysis and oxidation, it shows that 1-D model has a much 

better agreement with experimental results. In the 0-D models, plasma discharges are set to be uniform for the entire 

domain during each voltage pulse, without taking into consideration cathode sheath formation, accumulation on the 

dielectric layers, and species/heat diffusion effects. In addition, the reduced electric field (E/N) and electron number 

density charge are pre-specified rather than calculated. Together these assumptions create inaccuracies which increase 

the mismatch between the model and the experimental results. This 1-D model has also been successfully applied to 

investigate plasma assisted ignition of H2-air mixtures and dimethyl ether (DME) /O2/Ar mixtures[16, 17]. Therefore, 

the 1-D model is expected to also be very useful for plasma assisted fuel reforming. 
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In this study, species concentrations will be measured in a 15%/15%/70% CH4/CO2/He nanosecond-pulsed 

plasma. Using laser absorption spectroscopy, this data will serve as validation targets for a 1D model studying the 

addition of CO2. Additionally, Thomson scattering will be used to measure the time-resolved electron temperature 

and number density of CH4/He mixtures to validate the plasma kinetics involving CH4 addition to He. Thomson 

Scattering is a non-intrusive diagnostic that uses Doppler-broadened light scattering from electrons to infer the electron 

temperature and number density [18, 19]. Thomson Scattering can serve as validation for the 1-D model as the model 

calculates the electric field through Poisson’s equation of electric potential, which in turn influences the predicted 

electron temporal dynamics. This data will be used to further develop models equipped with detailed plasma chemistry 

kinetics.  

 

II. Experimental Methods 

 The experimental apparatus has been described in previous studies and has been presented in previous 

publications [12, 13, 20].The flow reactor consists of a plane-to-plane dielectric barrier discharge with 44.5 mm square 

metal electrodes. The pressure is maintained at 60 Torr and the flow velocity is 0.2 m/s. The nanosecond pulses are 

generated using an FID GmBH FPG 30-50MC4 power supply with a repetition frequency of 30 kHz, FWHM of 12 

ns, and peak voltage capability of 32 kV. The power supply is triggered using an SRS DS345 function generator in a 

burst mode with a burst frequency of 1 Hz to guarantee fresh gas in the measurement volume. Each burst consists of 

600 pulses with a pulse repetition frequency of 30 kHz.  An external-cavity quantum cascade laser (EC-QCL) from 

Daylight Solutions (21074-MHF) is used to scan CH4, C2H2, and H2O absorption lines. The C2H2 line is located at 

1321.03 cm-1. CH4 absorption lines at 1343.56 cm-1 and 1343.63 cm-1 were used for the two-line temperature 

measurement described by Farooq et al. [21]. A distributed feedback quantum cascade laser (DFB QCL) from Alpes 

Lasers (sbcw3176) is used to measure CH2O at 1726.9 cm-1. Lastly, a DFB QCL from Nanoplus (DFB-260290) is 

used to monitor CO2 at 3565.33 cm-1. Each laser enters a 24-pass Herriott cell in the flow reactor before reaching the 

detector. A Tektronix DPO7104C oscilloscope is used to save the collected data. All laser absorption data is processed 

by fitting simulated spectra using the HITRAN database [20, 22]. A 50.8 mm germanium etalon is used to determine 

the frequency axis for the collected spectra.   

 A new experimental setup for the Thomson scattering diagnostic has been built and shown in Fig. 1. A 10 

Hz frequency-doubled Quantel Q-Smart 850 Nd:YAG laser is focused to the center of the plasma reactor by an anti-

reflection coated (AR coated)  plano-convex lens (L1) with a  focal length of 1.4 m. The center of the reactor is quartz 

made to match the electrode geometry and gap distance of the plasma reactor used in the laser absorption 

measurements. A pair of 1-inch diameter AR coated achromatic lenses of focal length 150mm (L2 and L3) collects 

the scattered light and focuses it into an f/6.5 Acton SpectraPro 2500i spectrometer. The scattered light is rotated by 

an image rotator which is made up of two mirrors in a periscope configuration and two more mirrors to match the 

height of the mirrors with the spectrometer slit. Slit widths of 150 um are used, and a 2400 grooves/mm holographic 

grating optimized for visible light disperses the light. Thomson spectra are resolved by placing a blackened mask at 

the spectrometer focal plane. This physically blocks the Rayleigh scattering at 532 nm, which allows for high 

intensifier gain and long on-chip charge coupled device (CCD) accumulations without saturating the camera. A 

Princeton Instruments PIMAX 1300 intensified CCD (ICCD) camera with a UNIGEN II filmless intensifier is used 

to detect the signal photons. An SRS DG535 delay generator is used to trigger the Nd:YAG laser, ICCD, and an SRS 

DG645 digital delay/pulse generator. The DG645 is used to send the plasma pulse trigger and has a low jitter of around 

20 ps. The SRS DS345 used previously in the laser absorption measurements had too large of a jitter for the Thomson 

Scattering diagnostic.  The laser pulse energy is measured periodically using an Ophir PE50BF-DIF-C pyroelectric 

energy sensor. Stray light, plasma emission, and dark current spectra are measured to subtract out any interfering 

signals. Absolute number density calibration is done using Raman Scattering in N2 at 60 Torr.  Each Thomson 

spectrum is fit with a Gaussian profile to determine electron temperature, and the area under this Gaussian is integrated 

to infer the electron number density. 
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Figure 1. Thomson Scattering experimental setup. 

 

III. Numerical Methods 

The 1-D model is adopted from Yang et al. [23, 24]. The physical configuration of the plane-to-plane 

dielectric barrier discharge is shown in Fig. 3a with the 1-D simulation domain being marked as a dashed line. In this 

work, the computational domain is set to be from the left electrode to the right electrode, with the right electrode 

connecting to a high voltage power supply, and the left electrode being grounded. Each electrode is covered with 

dielectric layers, with the gas mixture filling the gap between dielectrics. The dielectric constants are fixed for all 

simulations in the present work. Gaussian voltage pulses fitted from the experimental measurement of applied voltage 

(Vapp) are applied, as shown in Fig. 3b.  Governing equations include the equation of electric potential, equation of 

electron energy, transport equations of both charged and neutral species, and conservation equations for mass, 

momentum, and energy of the gas mixture, and are solved simultaneously to model the flow motions. In particular, 

by solving the 1-D Poisson equation of electric potential, the breakdown of the gas mixture can be accurately captured 

as the sharp drop of gap voltage (Vgap) in Fig. 3b. In addition to the electron-impact reaction rate coefficients, the 

electron transport coefficients are also expressed as functions of electron energy by BOLSIG [25], and are updated 

through interpolation for every time-step. The plasma drift-diffusion fluid model with the ‘local electron mean energy 

approximation’ is applied for the transport of plasma species and energy [26].  

 

  

Figure 3. (a) Schematic of physical configuration of the 1-D simulation and (b) Gaussian fit of experimental pulse 

waveform of applied voltage (Vapp) used in simulation and the resulting gap voltage (Vgap) 

 

Wang et al. [27] was used as the base mechanism for the chemical kinetics in the 1-D model, and the Helium 

mechanism was updated with additional reactions from [28]. To speed up computation time, the kinetic mechanisms 

were reduced by removing species such as O2 and O3 and several electron-impact processes such as vibrational 

excitation of CH4.  

(a)                                                                                (b) 
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IV. Results and Discussion 
The electron number density and temperature has been measured in a CH4/He discharge at 60 Torr with CH4 

addition varying from 0 to 2%. The plasma was run continuously at 100 Hz with a flow speed of 1.26 m/s. This 

approximates a single pulse measurement, as the electron number density and temperature decays sufficiently (i.e., 

negligible electron number density, and electron temperature as low as the gas temperature) within the 10 ms inter-

pulse period. Five to six frames with 2-3000 accumulations per spectrum were averaged to achieve the required signal 

to noise ratio. The laser pulse energy for this set of data was 230 mJ/ pulse. The experimental electron number density 

and temperature are plotted together with the model predictions in Fig. 4.  

 

 

Figure 5. Temporal evolution of E/N during a nanosecond voltage pulse for the 0-2% CH4 addition mixtures 

(predicted by the model).  

From Fig.4, the overall magnitude of the electron number density and temperature are well predicted by the 

model. However, the decays of both electron number density and temperature in the experiment were faster than 

those in the model. For the electron number density, there could be missing recombination pathways in the kinetic 

mechanism that would accelerate the electron number density decay. The electron temperature decay could be 

accelerated by including more electron-impact cross-sections. For example, vibrational excitation and excitation of 

He to electronic states higher than He(21S) were not considered in this computation. Interestingly, the model does 
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Figure 4. Time resolved electron number density and temperature measurements and model predictions. 
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predict the relative difference in electron temperature between the three experimental conditions. That is, adding 1% 

CH4 induces a significant decrease in electron temperature, but adding 2% CH4 does not show a similarly large 

decrease in electron temperature. By around 80ns, the 1% and 2% CH4 mixtures decay to the about the same 

electron temperature, while at same point in time, the 0% CH4 mixture is 1 eV hotter. Since electron temperature is 

primarily governed by the reduced electric field (E/N), the E/N curves for the three mixtures (predicted by the 

model) were plotted in Fig. 5. The E/N for 0% CH4 has a larger primary spike in reduced electric field than the 1% 

and 2% CH4 mixtures. Furthermore, the E/N is almost the same for the 1% and 2% CH4 mixtures. We can infer from 

this plot that the breakdown voltage must be lower with CH4 addition. The ionization potential of CH4 is about half 

of that of He, so the overall breakdown voltage would decrease. But the effect is saturated from 1% to 2% of CH4 

addition.  
Time-resolved CH2O concentration presented in Fig. 6 was measured in a 15% CH4, 15% CO2, 70% He 

mixture using laser absorption. The applied voltage setting was kept the same between the CH4/He and CH4/CO2/He 

experiments. 600 voltage pulses were applied at 30 kHz. The uncertainty was estimated to be 10% for the CH2O 

measurement. The corresponding simulation data is not available yet, and it will be compared to the experimental 

data in our later presentation and publication. 
 Across the 600-pulse burst, CH2O production was observed, where it increased in concentration during the 

discharge and remained constant afterward. This suggests that its production and consumption is entirely governed by 

the discharge and not any subsequent chemistry afterward. In other words, there exists a possibility to optimize for 

these products by changing the plasma parameters such as voltage or pulse repetition rate. More detailed information 

will be provided later by the pathway flux analysis based on the simulation data. 

 

V. Conclusions 

 The electron temperature and number density were measured for CH4/He nanosecond-pulsed plasma 

mixtures ranging from 0 to 2% CH4 addition. The electron temperature and number density were predicted using a 1-

D simulation with a reduced plasma kinetics set. The overall magnitude of both the electron temperature and number 

density correspond well, but the decays of both were predicted to be too slow. Missing recombination pathways in the 

kinetic mechanism and electron-impact cross-sections could be the reasons for this discrepancy. Furthermore, the 

model does predict the significant decrease in electron temperature by adding 1% CH4 and the marginal decrease by 

adding 2% CH4 to the discharge. Plotting the E/N shows that the E/N for the 0% is distinctly higher than the 1% CH4 

case, while the E/N for the 1% CH4 and 2% CH4 cases were almost the same. We can conclude that this effect can be 

attributed to the lowering of the breakdown voltage from addition of CH4, as the ionization potential for CH4 is about 

half of that of He. But the lowering has its limit, and it saturates from 1% to 2% CH4 addition. 

 CH2O concentrations were measured in a 15%/15%/70% CH4/CO2/He nanosecond-pulsed plasma in a burst 

of 600 pulses at 30 kHz frequency. It was shown that CH2O was formed during the discharge, and its concentrations 

were constant afterward. Therefore, the plasma entirely governs their consumption and formation processes, which 

enables the possibility for optimizing the selectivity of these species through plasma parameters such as the voltage 

pulse frequency. For future work, 1-D simulations of this discharge will be conducted to understand the reaction 

pathways of plasma-assisted fuel reforming and to study the effect of manipulating the plasma parameters. 

 

Figure 6. CH2O time-resolved species concentration profile. 
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